
Dynamic Routing Between 
Capsules



Main Idea
● Conv nets are good at translational invariance, but not great at other 

invariances (rotation, shadow, etc), room for improvement
● Capsules attempt to capture ‘instantiation parameters’ of features

○ Essentially doing ‘inverse graphics’

● Each feature is a vector rather than a scalar
○ Magnitude is ‘probability of the feature’
○ Direction is ‘parameters of the feature’

● Higher level features can depend on the parameters as well as the probability







Encoder Architecture



For each capsule i, the sum of c_ij is 1
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Resources
https://arxiv.org/abs/1710.09829

https://pechyonkin.me/capsules-1/

https://github.com/naturomics/CapsNet-Tensorflow/

https://github.com/sekwiatkowski/awesome-capsule-networks

http://helper.ipam.ucla.edu/publications/gss2012/gss2012_10754.pdf
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